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• You may build those things for your ML models…

You are angry even before doing experiments for real!

Resources & Infrastructure

Massive
Dataset

Models &
Training algorithm

Your real concern!

Actually, you may spend 
most of your time to 
building environment  L



• Demand for ML total solution

– Environmental setup

– Administration for many users and jobs

– Visualizations

– Collaboration and reproduction

– Dataset sharing

Why NSML?

pytorch
v0.3.1?
v0.4.1?
shit…

Hmm…,
I want to see a 
learning curve

It’s mine!!

Dataset

Model A

Model B Model C



• We can provide …

– Simple CLI environment and Web UI

– NSML builds your experimental environment automatically.

– Visualization tools

– Managing multiple sessions simultaneously

– Dataset management

– Leaderboard for competition

• Forget about a server!

NSML: NAVER Smart Machine Learning platform



• NSML is not…

– Deep learning library, itself

• Use well-made Tensorflow or PyTorch

– Automatic model designer

– git-like repository

• Use git J

– Automatic parallelizer for your models

• We can provide the infrastructure for parallelization, however you 
have to parallelize your code by yourself.

• NSML does not provided direct access point for a server that your 
session is running on.

NSML: NAVER Smart Machine Learning platform



NSML: NAVER Smart Machine Learning platform



• Basic topics

– Datasets

– Programming

– Sessions

– Visualization

• Advanced topics

– Cooperating with teammates

– Parallelization

– Leaderboard

– Hyperparameter tuning

NSML Key features



• Public data: someone push, everyone can access

• Private data: someone push, permitted members only access

Basic Topics – Datasets



• Residence

– dedicated public/private minio server

– local NSML slaves

– EXPERIMENTAL: shared file system (HDFS and NFS)

• If required dataset doesn’t exist on the target local machine, the 
data set will be copied into that local machine.

• If a user deletes a dataset which is owned by him/her, then the 
dataset removed from minio server and local machines 
permanently.

• You can export the result or store preprocessed data into NFS.

Basic Topics – Datasets



• Can I store large scale data set? (like ILSVRC2012)

– Yes!

– For a dataset: NSML has stored up to
1.02 TB.

• Data size concerning…

– Need to preprocess?

– I concern copy these data multiple times,
does it spend much time??

• Don’t be afraid!

– You can handle your dataset through NFS 
(available to read/write)

Basic Topics – Datasets



• How to push your dataset to NSML cluster?

– Just use push command to upload the dataset in your computer, no 
matter how much the size of dataset is!

– If you are in trouble due to too large size of data to hold on your local 
storage, please use NFS.

• For using NFS shared file system, please feel free to contact us  J

Basic Topics – Datasets



• Basically, python is supported as a programming language.

• Many existing users uses pytorch and tensorflow

• Write your own learning model

– In a session, you can generate, train, save, and load the learning 
model.

– The saved models can be accessed, submitted, and downloaded.

• If a specific version of library is needed, you can write your own 
requirements.txt.

• Please debugging your python code before reporting NSML bug J

Basic Topics – Programming Models



• A session is a submission unit of the ML task

• A session has a unique session name

– [ID]/[DATASET]/[number]

– Ex. KR18861/imagenet2012_nfs/244

• An user can request computing resources for a session, exclusively.

Basic Topics – Sessions



• While sessions is running, it consume owner’s credit J

• Caution! If your credit has been exhausted, your 
session would be stopped forcefully.

• If your session’s GPU usage is running low
continuously, the session is considered as a zombie session.

– And you will receive a mail! Do not avoid or block!

Basic Topics – Sessions



• Please refer to session monitor

Basic Topics – Sessions



• During a session running, you can report evaluation metrics to 
NSML event queue.

– You don’t have to open Excel or MATLAB for creating charts J

Basic Topics – Visualization



• Teamwork feature

– Datasets: Some dataset should be shared with the teammate, but 
have to be hidden to the other users.

– Models and Sessions: You want to reproduce or share the generated 
models and code that your teammate has tested on NSML.

• NSML provides a team feature for cooperating.

– When you login to NSML, use `-t` option

– Under team options is enabled, the sessions and models can be 
shared between teammates

– Private dataset for a team is only displayed to the team.

– For more details, please contact us J

Advanced Topics – Cooperating with teammates



• Actually, you might use the team feature

– In Hackathons!

– They can share their own models and codes for sessions.

• If you want to make your own team, or private datasets, 

– I repeat, please contact us!

Advanced Topics – Cooperating with teammates



• NSML doesn't parallelize your code for multi GPUs or multi nodes.

– NSML provides multiple resources only.

• You have to wrap your code with parallelization according to your 
ML libraries.

– i.e) for pytorch:

• DataParallel class for multi GPUs

• torch.distributed package and 
DistributedDataParallel class for multi nodes (distributed 
learning)

Advanced Topics – Parallelization



• Good for competition (did you see the hackathon?)

– To build up leaderboard, your dataset and code should follow the 
specification of NSML. (refer to NSML manual)

– The process of the leaderboard

Advanced Topics – Leaderboard



Advanced Topics – Leaderboard



• In modern ML task, we have too many hyperparameters to …

• Hard to determine each parameter 

– LR, weight decay, batch-size, …

– NSML’s AutoML has been proposed to redeem you from tuning hell.

Advanced Topics – Hyperparameter tuning (Developing)



• NSML’s AutoML architecture

Advanced Topics – Hyperparameter tuning (Developing)



Advanced Topics – Hyperparameter tuning (Developing)



Advanced Topics – Hyperparameter tuning (Developing)



• Many ML jobs are running on NSML.

• By the request from CLOVA Voice team, 
we synthesized 140K sentences for two 
different person with 70 x 2 GPUs. (for 4 
days, used 947,076 credits)

• We also have held Hackathons three 
times.

NSML – Use cases



• ImageNet training…

– ILSVRC 2012 dataset (over 144 GB)

– ResNet implementation on PyTorch

– Work well!

NSML – Use cases



• Automatic hyperparameter tuning with the AutoML feature

– CIFAR100 with Wide ResNet

NSML – Use cases



• Automatic hyperparameter tuning with the AutoML feature

– AutoML beated the handy-tuned baseline! 

NSML – Use cases

Algorithm Result by
the author(s) 

Configuration by
the author(s)

Result by
AutoML 

Proposed configuration
by AutoML

ResNet with RE 78.34% 

depth: 110
momentum: 0.9

lr: 0.1
prob: 0.5

sh: 0.4
parameter: 1.73M

78.92% 

depth: 110
momentum: 0.8065

lr: 0.1167
prob: 0.3044

sh: 0.4088
parameters: 1.73M

Wide ResNet
with RE 82.31% 

depth: 28
widen_factor: 10

prob: 0.5
sh: 0.4

momentum: 0.9
dropout: 0

lr: 0.1
parameter: 36.54M

83.1% 

depth: 112
widen_factor: 10

prob: 0.52
sh: 0.8297

momentum: 0.615
dropout: 0.4817

lr: 0.2036
parameter: 172.07M

PyramidNet 82.11% 

alpha: 200
bottleneck: True

depth: 272
lr: 0.1

momentum: 0.9
weight_decay: 0.0001

82.58% 

alpha: 275
bottleneck: True

depth: 165
lr: 0.2325

momentum: 0.9491
weight_decay: 0.0001



• Distributed learning

– If you want to mobilize dozens of GPUs, you got the right place J

– At this time, we just test on pytorch

– The general guideline will be announced soon

• Hyperparameter tuning

– For the meantime, only an authorized member per each team will test 
this feature

• Deploying the models for practical services

– Your models can be deployed for commercial services through public 
accessible URL.

– API server is under developing 

Upcoming Features (available soon)



• Those features are requested or suggested by the existing users.

– NSML is on-going project, so we listen to you attentively :) 

• Job management

– Job queueing when the cluster has insufficient resources

• User interface

– Name aliasing or tagging for visualization (done)

– UI view enhancement (e.g. freeze common info)

– Session pulling with full meta-data

• Model deployment

– Elastic resource allocation for heavy traffic

Upcoming Features (voice of customers)



• Dataset

– Multiple datasets (e.g. corpus and embedding weights)

– Dataset revision

• Visualization

– More complicated visualization than the scalar plot

• Supporting for other platform rather than python

• Documentations and Announcements

Upcoming Features (voice of customers)



• NSML has improved ML works efficiently with large scale GPU
clusters .

• NSML provides many convenient UIs and visualization tools for 
analyzing your working models.

• By the existing usages and results, NSML demonstrated its
usefulness for enhancing your ML works :)

Summary



• https://nsml.navercorp.com/

• https://pages.oss.navercorp.com/nsml/docs.nsml/_build/html/index
.html

• https://pytorch.org/docs/stable/index.html

• https://www.tensorflow.org/api_docs/

• Contacts

– https://oss.navercorp.com/nsml/nsml_QA/issues
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Thank You!

• Even though the typhoon is coming…

I tip my hat to you!


